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How Do Software Developers Use ChatGPT? An Exploratory
Study on GitHub Pull Requests

Anonymous Author(s)∗

ABSTRACT
Nowadays, Large Language Models (LLMs) play a pivotal role in
software engineering. Developers can use LLMs to address software
development-related tasks such as documentation, code refactoring,
debugging, and testing. ChatGPT, released by OpenAI, has become
the most prominent LLM. In particular, ChatGPT is a cutting-edge
tool for providing recommendations and solutions for developers
in their pull requests (PRs). However, little is known about the
characteristics of PRs that incorporate ChatGPT compared to those
without it and what developers usually use it for. To this end, we
quantitatively analyzed 243 PRs that listed at least one ChatGPT
prompt against a representative sample of 384 PRs without any
ChatGPT prompts. Our findings show that developers use ChatGPT
in larger, time-consuming pull requests that are five times slower
to be closed than PRs that do not use ChatGPT. Furthermore, we
perform a qualitative analysis to build a taxonomy of the topics
developers primarily address in their prompts. Our analysis results
in a taxonomy comprising 8 topics and 32 sub-topics. Our findings
highlight that ChatGPT is often used in review-intensive pull re-
quests. Moreover, our taxonomy enriches our understanding of the
developer’s current applications of ChatGPT.

CCS CONCEPTS
• Software and its engineering→ Collaboration in software
development.

KEYWORDS
Large Language Models, ChatGPT, Manual analysis, Mining Soft-
ware Repositories, Pull Requests
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1 INTRODUCTION
The emergence of large language models (LLMs) has revolutionized
the landscape of artificial intelligence and its integration into our
daily lives. These advanced models, such as OpenAI’s GPT-3, have
demonstrated an unprecedented ability to understand and generate
human-like text in a variety of contexts, including writing [25],
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translation [35], and content creation [32, 37], LLMs have become
indispensable tools in many industries. Their ability to understand
the natural language and generate context-sensitive responses has
brought forward a new era of human-machine interaction, changing
the way we communicate, work, and navigate in the digital world
[34, 37, 43].

Software engineering is no exception to the adoption of LLMs
where LLMs such as ChatGPT have been proven to be essential for
understanding and generating code [31], documentation [33] and
interactions in natural language [21]. This integration of LLMs into
software development workflows not only remodels the coding
landscape, but also contributes to the wider impact of these models
on daily life [21].

Recent studies attempted to provide guidelines and patterns to
help software engineers with prompting [41, 42]. These studies
provided patterns and approaches on how to improve developers’
prompting. However, little is known about the nature of questions
that developers prompt ChatGPT with. Recently, OpenAI intro-
duced the ChatGPT chat sharing feature [3] which allows users to
share their ChatGPT chats using URLs. This feature made devel-
opers’ collaboration more accessible in the context of pull request
development.

The goal of this paper is to provide an understanding of how
developers are currently using ChatGPT in the context of pull
requests. We first quantitatively characterize pull requests with at
least one ChatGPT link in terms of review effort and size. Then, we
aim to identify the main issues that developers ask ChatGPT about.
Thus, our research is guided by the following research questions:

RQ1. How do pull requests with ChatGPT compare to pull requests
without ChatGPT?

RQ2. What do developers request from ChatGPT in pull requests?

To answer our research questions, we leveraged the recent dataset
of DevGPT [1] consisting of a collection of ChatGPT links accompa-
nied by their locations (i.e., listed in pull requests, issues, and hacker
rank forums). We focus the scope of this study on pull requests, and
we analyze a set of pull requests from the DevGPT dataset that have
at least one ChatGPT link. To answer RQ1, we compare these pull
requests with a representative sample of pull requests randomly
selected from 318K pull requests that do not involve ChatGPT links.
The results indicate that pull requests with ChatGPT are larger and
more review-intensive (i.e., require more review effort) than those
without ChatGPT links. To answer RQ2, we perform a thematic
analysis [24], a commonly used technique in software engineering
research [22, 23, 39] to characterize the topics of the questions that
developers usually ask in their ChatGPT prompts. Our analysis
reveals 8 topics (explanations, code generation, refactoring, bug
fixing, DevOps, text generation, testing, and recommendations),
that are associated with 32 sub-topics.

Replication package. We provide our custom scripts and data
in a comprehensive replication package [2].
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2 STUDY DESIGN
Our study is depicted in Figure 1 consisting of two main steps: (1)
Data collection and (2) Data analysis.
2.1 Data collection
In this study, we used pull requests (PRs) data from the DevGPT
dataset [1]. These 266 PRs represent the PRs with ChatGPT since
they have at least one ChatGPT link in their descriptions/comments.
As a next step, we mined all the pull requests of all repositories of
the DevGPT pull requests. In total, we extracted 319,017 PRs.
2.2 Data analysis
2.2.1 Quantitative data analysis. To answer RQ1, we compare pull
requests that contain at least a ChatGPT link (we refer to as PRs
with ChatGPT ) against pull requests without any ChatGPT link
(PRs without ChatGPT ). First, we filter the DevGPT data to only
keep closed pull requests (i.e., pull requests that are either merged
or abandoned). After applying this filter, we ended up with 243 PRs
from DevGPT that will constitute our experiment group. There-
after, for each project that contains at least one of these PRs with
ChatGPT, we collect all PRs without ChatGPT which account for
a total of 318,674 PRs in total (We keep only closed PRs from the
319K+ set of PRs). Then, we randomly select a representative set of
PRs (with a confidence level of 95%, and a confidence interval of
5%) resulting in 384 pull requests that will constitute our control
group, similar to previous works [23, 26, 28, 40]. To compare PRs
with ChatGPT and PRs without ChatGPT, we compute for each PR
code review and PR size metrics [22, 28], namely, NumberMessages,
NumberInlineComments, NumberCommits, CodeChurn, Duration
(hours), NumberOfModifiedFiles, and DescriptionLength. To investi-
gate the statistical difference between both PR groups, we refer to
the Mann-Whitney U test [29] since code review and pull request
data is known to be highly skewed [22, 28]. The null hypothesis is
that there is no variation between the metrics of both groups. In
contrast, the alternative hypothesis indicates a significant differ-
ence in PR metrics with ChatGPT and the PRs without ChatGPT
groups. Finally, we assess the effect size and the magnitude of the
difference between the metrics of both groups using Cliff’s delta (𝛿)
effect size [27]. Following the recommendations of Romano et al.
[38], Cliff’s delta is interpreted as follows: Negligible if |𝛿 | < 0.147,
small if 0.147 <= |𝛿 | < 0.33, medium if 0.33 <= |𝛿 | < 0.474 and
large if |𝛿 | >= 0.474.

2.2.2 Qualitative data analysis. To answer RQ2, we adopt the the-
matic analysis technique following the guidelines of Cruzes et al.
[30] to create a taxonomy of topics representing the main topic that
developers discuss in their ChatGPT prompts. This approach in-
volves analyzing the data to identify and develop themes (“topics”),
within a collection of descriptive labels (“prompts purpose”) as a
technique commonly used in software engineering [22, 39]. Before
starting the thematic analysis, we filter our 283 ChatGPT links
by removing the links that are (i) deleted/no longer available, and
(ii) the links that have another language than English. We ended
up with 230 ChatGPT links. Our process for creating this taxon-
omy includes the following steps: 1) initial reading of ChatGPT
prompts; 2) generation and refinement of initial descriptive labels;
3) review labels for merge opportunities; (4) translation of the la-
bels into themes and creation of a model of higher-order themes

and their sub-themes. The above-mentioned steps were performed
independently by the first three authors as follows:

Step 1: Initial reading of ChatGPT prompts: In this step, the
first three authors independently analyze all the ChatGPT prompts
related to the pull requests to identify the main reason for the
developer’s conversation with ChatGPT.

Step 2: Generation and refinement of initial descriptive la-
bels: Each author independently associates a prompt with a de-
scriptive label. Once all prompt labels have been identified, the
authors meet to discuss and refine the labels. A total of 255 labels
were identified, with 61 prompts unavailable. Some of the identi-
fied labels were semantically equivalent and were subsequently
merged, such as “code test” and “test”, while two were conflicting
(“solution recommendation”, and “code generation”) and required
further discussion.

Step 3: Review labels for merge opportunities: We relate the
labels identified in the first step to each other, and establish the link
between them. After discussion with the co-authors, new labels
were identified, such as “white drafts”, labels were merged, such
as “option execution management” and “option management”, and
others were relabeled. For example, since our analysis is not a one-
step process, we have identified a new label related to “logging”
and renamed “code security validation” to “security”.

Step 4: Translate labels into themes: This step consists of
identifying the generic themes that describe the grouped labels
generated in the second step. This process identified 8 topics and 32
sub-topics that developers are discussing in their ChatGPT prompts.

3 STUDY RESULTS
3.1 RQ1: How do pull requests with ChatGPT

compare to pull requests without ChatGPT?
Pull requests with ChatGPT links are more review intensive
compared to pull requests without ChatGPT. Table 1 shows
the statistical comparison of the code review metrics for pull re-
quests with/without ChatGPT. The results indicate that the code
review practices in pull requests using ChatGPT differ significantly
from those of developers. In particular, developers exchange more
messages and inline comments in pull requests with ChatGPT com-
pared to pull requests without ChatGPT. From Table 1, we observe
that pull requests with ChatGPT have more inline comments with
a median of 2 significantly outnumbering the pull requests without
ChatGPT having 0 inline comments in median with a medium effect
size. Additionally, we observe that pull requests with ChatGPT have
more commits (a median of 5 commits) compared to pull requests
without ChatGPT (a median of 1 commits), with a medium effect
size. Furthermore, we observe that pull requests with ChatGPT, take
significantly longer duration (a median of 61.96 hours) compared
to pull requests without ChatGPT (a median of 17.04 hours) with a
small effect size.

Based on the obtained results, we speculate that developers often
refer to ChatGPT in harder and more complex pull requests. These
results are motivated by the finding in Table 1 in which we observe
that ChatGPT pull requests are larger since they have significantly
more code churn (code churn is 161 lines compared to 25 for pull
requests without ChatGPT with a medium effect size). Addition-
ally, pull requests with ChatGPT involve significantly more files (5
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Figure 1: Approach overview.

files in median) than pull requests without ChatGPT (2 files in me-
dian) with a small effect size. Finally, we did not observe statistical
difference in terms of description length (p-value is 0.46).

We provide in the following paragraph some examples of how
ChatGPT is being used to help developers in large PRs. A first ex-
ample is the pull request #3937 [8] from the snapshot-labs/snapshot
[19] repository. This pull request is large since it has 7 modified
files with 202 modified lines (130 additions and 72 deletions). In this
example, the change’s author intended to solve a spacing issue in
their web pager. The reviewer commented about an issue with the
developer’s code. Both discussed the issue and then the reviewer
provided an example from ChatGPT to convince the developer. An-
other example of successful use of ChatGPT is the pull request #105
[12] from the code stream [20]. This pull request involves chang-
ing 38 files with more than 1800 changed lines. In this example,
the reviewer was confused about a changed line in the code, and
the developer provided an example with ChatGPT to answer the
reviewer’s confusion.

3.2 RQ2: What do developers request from
ChatGPT in pull requests?

Our manual analysis revealed 8 topics that developers dis-
cuss in their prompts, encompassing 32 sub-topics. As shown
in Figure 2, our taxonomy consists of 8 generic topics: (1) Explana-
tion, (2) Code generation, (3) Refactoring, (4) Bug fixing, (5) Text
generation, (6) DevOps, (7) Testing, and (8) Recommendations.

(T1) Explanation: As shown in Figure 3, the most prevalent
topic, namely “Explanation”, accounts for 31% of developers’ in-
quiries. Within this category, developers predominantly seek “Con-
cepts/Techniques explanation”, representing the majority with over
52%. This indicates a high number of developers need to understand
and clarify various concepts and techniques. An example belonging
to this subcategory can be found in the PR #897 [11], where a devel-
oper asked ChatGPT to explain the n8n tool. Additionally, 30% of
the queries about “Translation”, demonstrated a significant interest
in linguistic or cross-language explanations, where ChatGPT is
often used to check if a translation is correct[9]. “Code explanation”
constitutes a minor portion, accounting for 1.45% of Explanation-
related requests. Finally, “General questions” are posed in a small
fraction, comprising 1.45% of inquiries from the Explanation topics.

(T2) Code Generation: Code generation stands as the second
most frequently discussed topic, containing 20% of developers’
prompts. Within this category, “Basic tasks” is the most promi-
nent, accounting for 44% of the inquiries, indicating a high reliance
on ChatGPT for generating code snippets related to fundamental
programming tasks like JSON file parsing [7], REST APIs query-
ing [4] and Strings processing [10]. “Web development” accounts

for 24% of requests, highlighting a significant focus on generat-
ing code for web-related functionalities. “Production code” follows
closely with 20%, indicating a substantial demand for generating
production-ready code. In 8.89% of the cases, developers seek assis-
tance in creating “White Drafts”, which are illustrative code exam-
ples. Lastly, “UI design management” represents a minor fraction,
comprising 2.22% of the Code Generation inquiries.

(T3) Refactoring: The third most discussed topic for developers
using ChatGPT is related to “Refactoring”, constituting 13% of the
discussions. Most requests related to refactoring pertain to “Code
optimization”, accounting for 76%. In the PR #1775 [5], the developer
gave a piece of code and requested optimization to make it run
faster. Following this, requests are made for “Code restructuring”,
comprising 10%. The remaining 14% involve tasks such as renaming
variables and functions, and cleaning up code.

(T4) Bug Fixing: The fourth most discussed topic is related to
“Bug fixing” comprising 9%. Predominantly, in 95% of these cases,
developers request ChatGPT to “Recommend fixes” for various
issues. For instance, in the PR #301 [16], the developer explicitly
states the issue and requested a fix: “Why is that and can you fix it?”.
The remaining 5%, of the cases, are requests related to “Debugging”.

(T5) Text Generation: Emerging as the fifth most prevalent
topic, “Text generation” accounting for 8% of developers’ inquiries.
Specifically, in around 95% of these cases, developers seek Chat-
GPT’s assistance in “Documentation generation” tasks, where the
model aids in creating comprehensive or changing the tone of the
writing. For example, a developer asks ChatGPT to rewrite a text
to make it sound positive [14]. In the remaining 5.26%, specific
requests are related to “Grammar fixes”.

(T6) DevOps: Occupying the sixth position in developers’ topics
of interest, “DevOps” comprises 8% of their inquiries. Within this
category, developers seek guidance on a variety of tasks. Specifi-
cally, 26% of requests are related to “Configuration management”,
emphasizing the importance of managing and configuring system
settings. In particular, we found Configuration management-related
issues such as “Options management” (21%) and “Options execu-
tion order” (5%). For example, a developer seeks to understand the
sequence of execution for configuration options derived from con-
figuration files and command lines [18]as highlighted in Bessghaier
et al. [23]. Additionally, “Dependencies management” and “CI/CD”
hold equal weight, each accounting for 15.79%, suggesting a fo-
cus on managing project dependencies and implementing CI/CD
practices. Furthermore, there are requests related to “Network Man-
agement” (10.53%). Lastly, “Containerization” represents (5.26%) of
DevOps inquiries, indicating developers’ interest in containerized
deployment strategies.

(T7) Testing: We find “Testing” as the seventh most discussed
topic, accounting for 38.46% of developers’ inquiries. Within the
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Table 1: Comparison of code review metrics with and without ChatGPT

Metric With ChatGPT Without ChatGPT Statistical Analysis

min Q1 Median Mean Q3 Max min Q1 Median Mean Q3 Max P-value Effect size (delta)

NumberMessages 0 0 1 6.76 5 148 0 0 1 2.46 2 70 0.00 Small (0.16)
NumberInlineComments 0 0 1 12.24 12 190 0 0 0 3.13 1 148 0.00 Small (0.32)
NumberCommits 1 2 5 12.31 11 161 1 1 1 4.56 4 231 0.00 Medium (0.44)
Code churn 0 44 161 2,260 587 182,39 0 5 25 498.55 143 29,797 0.00 Medium (0.41)
Duration (hours) 0.01 5.44 61.96 278.56 251.89 4,909 0.02 1.14 17.04 477.54 98.76 28,657 0.0 small (0.18)
NumberOfModifiedFiles 0 2 5 15.59 12 265 0 1 2 8.56 6 421 0.00 Small (0.27)
DescriptionLength 0 101 247 2,192 905 116,530 0 53 311 909.98 884 11,004 0.46 Negligible (0.03)

 Taxonomy of ChatGPT prompt topics of in pull requests 
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Figure 2: Taxonomy of the main topics developers discuss in their pull request prompts with ChatGPT.

DevOps (8.44%)

Testing (5.77%)

Bug fixing (8.88%)(4.88%) Recommendations

(12.88%) Refactoring

(30.66%) Explanation

Code generation (20%)

Text generation (8.44%)

Figure 3: The partition of the 8 identified topics in pull re-
quests related ChatGPT prompts.

testing cases, developers are particularly interested in “Tests gen-
eration”, which constitutes 38.46% of the Testing category. for in-
stance, developers request ChatGPT to generate tests for their regex
expressions [15]. Additionally, developers seek to enhance exist-
ing code through “Unit tests enhancement”, representing 23.08%
of Testing-related inquiries. The remaining 38.46% is allocated to
“Prompt testing”, indicating an interest in evaluating and validat-
ing the effectiveness of prompts in code generation. For example,
we found some cases where developers tested the quality of Chat-
GPT responses and, unexpectedly, expressed a recommendation
to avoid utilizing ChatGPT, as explicitly stated: “Example of why
you shouldn’t use ChatGPT...Everything except the last code block is
hallucinated garbage.” [6]

(T8) Recommendations: The last topic is related to “Recommen-
dations" constituting 5% of prompts. “API” recommendations make
up 36.36% of the category, indicating a high emphasis on seeking
guidance and suggestions regarding API development. Furthermore,
“System design”, captures a substantial portion, with 27.27%, reflect-
ing an interest in recommendations related to system architecture.
Another portion, of 18.18%, pertains to “Policy recommendation”,
suggesting an interest in obtaining advice on recommended policies
and strategies. For example, developers refer to ChatGPT to help
define their backup policy[13]. Developers also show interest in
“Logging”, accounting for 9% of inquiries, indicating a focus on best

practices for logging activities. Developers also seek guidance on
“Security”, representing 9% of the requests. For example, a developer
provides ChatGPT with a code API and asks whether API users can
breach the code and allow execution of arbitrary code [17].

4 TAKEAWAYS AND CONCLUSION
In this paper, we performed a quantitative and qualitative analysis to
characterize PRs with ChatGPT. We performed a thematic analysis
to categorize the topics of the developers’ prompt for ChatGPT. Our
analysis reveals 8 topics and 32 sub-topics, with code generation
being the topic of the highest occurrence among the others. Based
on the obtained results, we have the following takeaways:

Takeaway #1: Pull requests with ChatGPT are larger and
more review intensive than pull requests without ChatGPT.
Our study reveals that developers often use ChatGPT when dealing
with more complex issues. This implies that ChatGPT is partic-
ularly useful for helping developers solve issues and conflicts in
the context of pull request development. On the other hand, devel-
opers should be aware that ChatGPT might not provide accurate
answers/recommendations. Therefore, developers should refer to
ChatGPT wisely.

Takeaway #2: Developers are found to use ChatGPT as a
third developer in their pull requests. Our qualitative analysis
showcases that developers commonly leverage the capabilities of
ChatGPT not just for basic tasks, but also for critical activities
such as refactoring and bug fixing. Therefore, we encourage the
researchers to take our taxonomy as a starting point to expand it
and cover newly emerging topics. Notably, instances were found
where developers asked from ChatGPT to design and code an entire
project, surpassing its inherent capabilities, prompting responses
such as “I strongly recommend hiring a professional web developer
or development team for this project” [36]. Therefore, researchers
and practitioners can explore opportunities to fine-tune LLMs with
customized capabilities to meet the developer’s expectations and
examine developer satisfaction with its responses.

4
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